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clc
format long e
a=2.6+0.2
b=a+0.2
c=b+0.2
d=c-3.2
if d~=0
    e=1/d 
end

a =     2.800000000000000e+00 
b =     3.000000000000000e+00 
c =     3.200000000000001e+00 
d =     4.440892098500626e-16 
e =     2.251799813685248e+15

a=2.6+0.6
b=a+0.6
c=b+0.6
e=c+0.6
e=d-5

a =     3.200000000000000e+00 
b =     3.800000000000000e+00 
c =     4.400000000000001e+00 
d =     5 
e =     0



Numerical “Bugs”
• Obvious: Software has bugs.

– A software bug causes deterministic errors in 
program execution. Given the same initial data, a 
specific sequence of actions results in the same 
erroneous outcome.

– Software bugs may appear to be random in some 
situations, because the symptoms of the error may 
depend on the state of the computer, especially the 
data in memory, when the error occurs.

• Not-So-Obvious: Unavoidable numerical error
– Roundoff error
– Truncation error





















Today it is more 
likely to see 32 bit or 

64 bit









Special numbers













+(1*20 + 0*2-1 + 1*2-2 + 1*2-3) * 22=(1+1/4+1/8) * 4 = 5.5 



+(1*20 + 0*2-1 + 0*2-2 + 0*2-3 + 
1*2-4 + 1*2-5 + 1*2-6) * 26=  

+ (1+1/16 + 1/32 + 1/64) * 64 = 
71 

+(0*20 + 0*2-1 + 1*2-2 + 0*2-3 + 1*2-4 + 1*2-5) * 24= 
=(0+1/4+1/16 + 1/32) * 16 = 5.5 





How to generate the binary representation

For example: 329.390625

329

0.390625

256 + 64 + 8 + 1

28 + 26 + 23 + 20

101001001

* 28

011001101001001 . 011001

01001001011001.1329.390625





0.1 * 2 = 0.2                  0 
0.2 * 2 = 0.4                  0  
0.4 * 2 = 0.8                  0  
0.8 * 2 = 1.6                  1 
0.6 * 2 = 1.2                  1 
0.2 * 2 = 0.4                  0 
0.4 * 2 = 0.8                  0 
0.8 * 2 = 1.6                  1 
0.6 * 2 = 1.2                  1 
0.2 * 2 = 0.4                  0 
0.4 * 2 = 0.8                  0 
….. 





In a normal floating-point value, there are no leading zeros in the significand; instead leading zeros 
are moved to the exponent. So 0.0123 would be written as 1.23 × 10−2. Denormal numbers are 
numbers where this representation would result in an exponent that is below the minimum 
exponent (the exponent usually having a limited range). Such numbers are represented using 
leading zeros in the significand.

The significand (or mantissa) of an IEEE floating point number is the part of a floating-point 
number that represents the significant digits. For a positive normalized number it can be 
represented as m0.m1m2m3...mp−2mp−1 (where m represents a significant digit and p is the 
precision, and m0 is non-zero). Notice that for a binary radix, the leading binary digit is always 1. In 
a denormal number, since the exponent is the least that it can be, zero is the leading significand 
digit (0.m1m2m3...mp−2mp−1), allowing the representation of numbers closer to zero than the 
smallest normal number. A floating point number may be recognized as denormal whenever its 
exponent is the least value possible.

By filling the underflow gap like this, significant digits are lost, but not as abruptly as when using 
the flush to zero on underflow approach (discarding all significant digits when underflow is 
reached). Hence the production of a denormal number is sometimes called gradual underflow 
because it allows a calculation to lose precision slowly when the result is small.

https://en.wikipedia.org/wiki/Significand
https://en.wikipedia.org/wiki/Significand
https://en.wikipedia.org/wiki/IEEE_floating_point
https://en.wikipedia.org/wiki/Radix


Rounding error

https://en.wikipedia.org/wiki/Rounding

Truncation error

Truncation error refers to an error in a method, which occurs because some series (finite or 
infinite) is truncated to a fewer number of terms. Such errors are essentially algorithmic errors 
and we can predict the extent of the error that will occur in the method.  

Roundoff error occurs because of the computing device's inability to deal with certain numbers. 
Such numbers need to be rounded off to some near approximation which is dependent on the 
word size used to represent numbers of the device.  





Relative error versus absolute error



https://www.mathworks.com/academia/courseware.html?s_tid=acb_cw


